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/A language model is a type of artificial intelligence (AI) that can 
generate text

/ It is trained on a massive amount of text data
/Can be used to generate new text that is like the text it was trained 

on
/Training data can include books, articles, code, maths, and even 

social media conversations
/By fine-tuning it you can have a model specialized for a specific 

task or domain

What are Large Language Models (LLMs)
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/ Underrepresentation: Greek is not well served by major 
commercial models as are other languages

/ Preservation of Language & Culture: Creating AI that 
understands Modern, Ancient, and Polytonic Greek

/ Local & Global Impact: Supports Greek education, research, 
business, and culture

/ Open-weight Benefits: Transparency, adaptability, collaboration

Our Motivation
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On September 2024 we released Meltemi, the first open Greek LLM
/ 7B-parameters with 8K context length
/ Built on Mistral-7B
/ Demonstrated the feasibility of achieving fluent Greek text 

generation and comprehension by adapting a pre-existing model
/ Challenges

 Data curation for Greek
 Tokenizer adaptation
 Data mix ( “catastrophic forgetting”)

Meltemi: Our first effort
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/ Released in February 2025
/ Builds upon the foundation laid by Meltemi
/ It utilizes the more advanced Llama 3.1 architecture
/ Krikri scales up the model size (8B parameters) and context length 

(128k tokens) for enhanced capabilities
/ It incorporates more sophisticated alignment techniques to 

improve the model's helpfulness, harmlessness, and "honesty"

Krikri: Taking the Next Step
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/ Enhanced natural language understanding and generation
/ Improved code-related task performance
/ Larger scale and greater capability
/ Deeper language comprehension and more sophisticated 

responses due to expanded context window

Key Improvements of Krikri over Meltemi



Training strategy

Building Meltemi & Krikri
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/The original Mistral tokenizer did not contain meaningful Greek 
subwords
 It breaks up Greek into letters
Extended it for Greek to (a) better capture context and semantics, 

(b) increase inference speed, and (c) lower training costs

Vocabulary Extension | mistral-meltemi
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/Llama3: 21 tokens

/gpt 4o: 17 tokens

/Llama-Krikri-8b:  9 tokens

_Τα _μεγάλα _γλωσσ ικά _μοντέλα _χρειάζονται _καλούς 
_token izers

Vocabulary Extension | llama-krikri
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Steps for training Meltemi and Krikri
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Step 1: Pre-training for the foundation LLM
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Data pre-processing
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Data pre-processing | web example
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Data pre-processing | web example
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Data pre-processing | web example
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Composition of pre-training data  | Meltemi 

28,56 B tokens -
72%

10,48 B tokens -
26%

0,63 B tokens - 2%

Greek English Parallel

Sources include:
/ Wikipedia
/ Theses & 

Dissertations
/ Parliamentary 

Proceedings
/ Parallel data

(Greek <-> English)
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Composition of pre-training data  | Krikri

66,1 B tokens,  
60%

25,2 B tokens,  
23%

8,8 B tokens,  8%

10,1 B tokens,  9%

Greek English Parallel Code/Maths

Sources include:
/ Wikipedia
/ Theses & 

Dissertations
/ Parliamentary 

Proceedings
/ Greek & EU Laws
/ Maths & Code
/ Parallel data

(Greek <-> English)
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Supervised Fine-tuning of the foundation 
LLM
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Instruction following data
Below is an instruction that describes a task, paired with an input that provides 
further context. Write a response that appropriately completes the request.

### Instruction:
{instruction}

### Input:
{input}

### Response:

"instruction": "What are the three primary colors?",
"input": "",
"output": "The three primary colors are red, blue, and yellow."

"instruction": "Classify the following into animals, plants, and minerals",
"input": "Oak tree, copper ore, elephant",
"output": "Oak tree: Plant\n Copper ore: Mineral\n Elephant: Animal"
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Fine-tuning Data (1)
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Fine-tuning Data (2)
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Step 3: Preference alignment
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Step 3: Preference alignment
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Preference Alignment Data (1)
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Preference Alignment Data (2)
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Evaluating Meltemi & Krikri

Introduced an LLM evaluation suite for Greek
 Language Understanding and Reasoning
 General Question Answering (also Medical)
 Truthfulness
 Instruction Following (e.g. write in 3 paragraphs)
 Code & Maths
 General Chat Capabilities 
 Translation (even for Ancient Greek)
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Description# ExamplesName
ARC (Clark et al., 2018), a dataset of science exam 
questions (with typically four answer options) partitioned 
into a Challenge and an Easy Set of 2.6K and 5.2K 
questions

7.78KARC

Truthful QA (Lin et al., 2022), a dataset of questions that 
are crafted so that some humans would answer wrongly 
due to a false belief or misconception.

817Truthful QA

HellaSwag dataset (Zellers et al., 2019) for 
commonsense NLI59.8KHellaSwag
MMLU dataset (Hendrycks et al., 2021) of multiple-
choice questions from 57 tasks including elementary 
mathematics, history, computer science, law, etc.

15.9KMMLU

Belebele (Bandarkar et al., 2023), a multiple-choice 
machine reading comprehension dataset covering 122 
language variants.

900x122Belebele

Multiple choice questions extracted from past medical exams 
of the Greek National Academic Recognition and Information 
Center available at https://www.doatap.gr

2.03KGreek Medical Multiple Choice QA

LLM evaluation datasets
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Arena Hard-500 challenging & diverse prompts
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Arena Hard-500 challenging & diverse prompts
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Outcomes

/2 LLMs: Meltemi-7B-Instruct-v1.5, Llama-Krikri-8B-Instruct

/Krikri surpasses bigger LLMs for Greek & competes with 
commercial LLMs, even of bigger size

/Released open versions of all models in Hugging Face.
Also provided quantized versions to run locally on consumer 
hardware

/Created evaluation suite with 12+ test sets for Greek LLMs
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Chatting with Krikri: chat.ilsp.gr

https://chat.ilsp.gr
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AI powered applications
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AI-powered assistant in education

https://www.ai4edu.eu
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AI-powered assistant in education

https://www.ai4edu.eu
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AI-powered chatbot for digital archives

https://www.nt-archive.gr/
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AI-powered chatbot for digital archives

https://www.nt-archive.gr/
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SciNoBo: AI assistant for science discovery 
and analysis

https://scinobo.ilsp.gr
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Talking to a video
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Talking to a video
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Krikri using recent knowledge from news 
sources
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